Introduction to Network Analysis (INA) Spring 2023/24

Homework #2

The homework does not require a lot of writing but may require some thinking. It does not
require a lot of processing power but may require efficient programming. It accounts for 12.5%
of the course grade. Any questions or comments should be posted on Piazza.

Submission details

This homework is due on May 3rd at 11:59pm. It must be submitted through (1) Gradescope
(entry code JKX87N) and (2) eUcilnica. (1) Submission to Gradescope should include answers
to all questions, each on a separate page, which may also demand pseudocode, proofs, tables,
plots, diagrams and/or other. (2) Submission to eUcilnica should include this cover sheet with
signed honor code and all the programming code used to complete the exercises (preferably in
.py format). The homework is considered submitted only when both (1) and (2) have been
submitted. Failing to include the honor code in the submission will result in
Failing to submit all the developed code will result in

Honor code

Students are strongly encouraged to discuss the homework with other classmates and form
study groups. But each student must then solve the homework by herself/himself without
the help of others and should be able to redo the homework at a later time. In other words,
students are encouraged to collaborate, but should not copy from one another. Referring to
any solutions obtained from classmates, course books, previous years, found online, Al tools or
other is considered an honor code violation. Also, stating any part of the solutions in class or
on Piazza is considered an honor code violation.

Any violation of the honor code will be reported to the
and vice dean for education.

SID:

Full name:

Study group:

I understand and accept the honor code.

Signature:



https://piazza.com/fri.uni-lj.si/spring2024/197dc/home
https://www.gradescope.com
https://ucilnica.fri.uni-lj.si/course/view.php?id=183
https://www.gradescope.com
https://ucilnica.fri.uni-lj.si/course/view.php?id=183
https://piazza.com/fri.uni-lj.si/spring2024/197dc/home

Introduction to Network Analysis (INA) Homework #2

1  Where is SN100? (7.5%)

shows social network of bottlenose dolphins famously studied by Lusseau | ].
After the disappearance of a particular dolphin named SN100 during the experiment | ],
the rest split into two groups shown by different node colors. Your task is to study whether
network analysis could be utilized to detect this important role of SN100.
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Figure 1: Lusseau bottlenose dolphins network

You can use any network analysis method, algorithm or technique. Describe how you mea-
sured the importance of SN100 and provide all the necessary results.

What to submit?

State your measure of importance and its motivation (2.5%). Give all the necessary results
(2.5%). Provide a printout of all the code used to solve the exercise (2.5%).

2 HIV and network sampling (12.5%)

When a patient is diagnosed with HIV, in most Western countries, she/he will be questioned
about past sexual contacts. The authorities would then make an effort to track down those
contacts and test them for HIV. The process is repeated with anyone who also tests positive,
tracing her/his contacts as well, until all leads have been exhausted. This process is called
contact tracing.

Notice that contact tracing gives a (biased) sample of the underlying social network [ ].
Assuming that one gets HIV from a random sexual contact, contact tracing can be approximated
by a simple random walk. Simulate a random walk on small social network until you sample
15% of the nodes and take an induced graph on the sampled nodes for your sampled network.

Is the original social network small-world and/or seemingly scale-free? (Does the network
contain hubs?) Is the sampled network small-world and/or seemingly scale-free? Could you
reason why? Support your answers with the necessary computations.


http://lovro.fri.uni-lj.si/ina/nets/dolphins.net
http://lovro.fri.uni-lj.si/ina/nets/social.net
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What to submit?

Give brief answers to all three questions (3 x 2.5%). Support your reasoning with necessary
results (2.5%). Provide a printout of all the code used to solve the exercise (2.5%).

3 Ring graph modularity (10%)

Consider a graph with n nodes positioned on a ring where each node is linked to its two nearest
neighbors ( ). Let the graph be partitioned into ¢ consecutive clusters with n. = n/c
nodes each. (Assume n is divisible by c.)

Figure 2: Ring graph with n =36, n. =4 and @ = 0.64

First, derive the modularity @ | ] of such partition of a ring graph and express it in
terms of only n and n.. Next, find the size of clusters n. that maximizes modularity @ of a ring
graph and express it in terms of only n. Does it make sense to apply modularity optimization
to a ring graph? For example, is the resulting partition unique?

What to submit?

Derive an expression of @ in terms of n and n. (4%). Find the optimal size of clusters n. in
terms of n (4%). Give brief answers to both questions (2%).

4 Who’s the winner? (25%)

Community detection is a popular research area of network science [ |. Indeed, literary
hundreds of community detection algorithms have been proposed in the literature in the last
two decades | |. These include hierarchical clustering, spectral methods (e.g., Graclus),
modularity optimization (e.g., Leiden and Louvain), map equation algorithms (e.g., Infomap),
stochastic block models (e.g., (DC)SBM), statistical methods (e.g., OSLOM), link clustering
(e.g., Links), label propagation (e.g., FLPA), random walks (e.g., Walktrap), clique percolation
(e.g., SCP) and many others (e.g., BigClam, DEMON).

Your task is to compare the accuracy and robustness of three algorithms. These should
include either Leiden or Louvain, FLPA and another algorithm of your own choice. (If you are
unable to compile the selected algorithms, search for an equivalent implementation within CDlib
library.)


http://www.cs.utexas.edu/users/dml/Software/graclus.html
https://github.com/vtraag/leidenalg
https://sites.google.com/site/findcommunities/
http://mapequation.org/code.html
https://graph-tool.skewed.de/static/doc/demos/inference/inference.html#the-stochastic-block-model-sbm
http://www.oslom.org
https://github.com/bagrow/linkcomm
https://networkx.org/documentation/latest/reference/algorithms/generated/networkx.algorithms.community.label_propagation.fast_label_propagation_communities.html#networkx.algorithms.community.label_propagation.fast_label_propagation_communities
https://www-complexnetworks.lip6.fr/~latapy/PP/walktrap.html
http://complex.cs.aalto.fi/resources/software/
https://github.com/snap-stanford/snap/tree/master/examples/bigclam
http://www.michelecoscia.com/?page_id=42
https://github.com/vtraag/leidenalg
https://sites.google.com/site/findcommunities/
https://networkx.org/documentation/latest/reference/algorithms/generated/networkx.algorithms.community.label_propagation.fast_label_propagation_communities.html#networkx.algorithms.community.label_propagation.fast_label_propagation_communities
https://github.com/GiulioRossetti/cdlib
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(a) Girvan-Newman graphs with p = 0.1 (b) Lancichinetti graphs with ;= 0.1

Figure 3: Benchmark graphs with planted partition

(i) Implement a variant of Girvan-Newman benchmark graphs with planted partition [ ].
The graphs should consist of three groups of 24 nodes each and the expected degree of each
node should be 20 ( ). The group structure is controlled by a mixing parameter
. For p =0, all links are placed within the groups, while for ;o = 1, all links are placed
between the groups.

Apply the community detection algorithms to 25 benchmark graph realizations with p
equal to 0, 0.1, 0.2, 0.3, 0.4 and 0.5. For each algorithm and each value of u, compute
normalized mutual information between the planted partition and detected community
structure, and average the results. Plot community detection accuracy of the algorithms
on a single plot with p on the horizontal axis and normalized mutual information (NMI)
on the vertical axis.

Which algorithm comes out on top? Briefly discuss the results by comparing the perfor-
mance of the algorithms.

(ii) Consider more realistic Lancichinetti benchmark graphs with planted partition | ]-
The graphs consist of 2 500 nodes ( ), while the group structure is again controlled
by a mixing parameter p.

Apply the community detection algorithms to 25 benchmark graph realizations with p
equal to 0, 0.2, 0.4, 0.6 and 0.8. Plot community detection accuracy of the algorithms on
a single plot with p on the horizontal axis and normalized mutual information (NMI) on
the vertical axis.

Which algorithm comes out on top now? Briefly discuss the results by comparing the
performance of the algorithms.

(iii) Consider an Erdds-Rényi random graph that lacks community structure. Community
detection algorithms should be robust enough to detect this and output each connected
component of the graph as a separate community.

Apply the community detection algorithms to 25 random graph realizations with 1000
nodes and the average node degree equal to 8, 16, 24, 32 and 40. Plot community detection
robustness of the algorithms on a single plot with the average node degree on the horizontal
axis and normalized variation of information (NVI) on the vertical axis.


http://lovro.fri.uni-lj.si/ina/nets/LFR.zip

Introduction to Network Analysis (INA) Homework #2

Which algorithms are robust to random structure? Briefly discuss the results by comparing
the robustness of the algorithms.

What to submit?

(i) Provide a printout of benchmark graph implementation (2.5%). Plot community detection
accuracy of all three algorithms (3 x 2%). Briefly defend your answer to the question

(1.5%).

(ii) Plot community detection accuracy of all three algorithms (3 x 2%). Briefly defend your
answer to the question (1.5%).

(iii) Plot community detection robustness of all three algorithms (3 x 2%). Briefly defend your
answer to the question (1.5%).

5 Get at least 70% right! (20%)

You are given a citation network between scientific papers published by the American Physical
Society between the years 2008 and 2013. The papers were published in 10 different journals
(e.g., Physical Review E) which represent the information you would like to infer from the
structure of the citation network.

Your task is to predict the correct journal of all papers published in the year 2013 based
on their citations and the journal information of papers published between the years 2008 and
2012. Predicting the paper’s journal to be the most frequent journal in the neighborhood of
the corresponding node gives =~ 67% classification accuracy, whereas your task is to propose a
strategy that gives > 70% classification accuracy.

Your strategy can use any network analysis technique or other approach.

What to submit?

Describe your strategy and briefly explain its motivation (2 x 3%). State the average classifica-
tion accuracy over > 10 runs (8%). Compare your performance with the baseline ~ 67% (2%).
Provide a printout of all the code used to solve the exercise (4%).

6 Peers, ties and the Internet (25%)

Link prediction is a common application of network analysis techniques. For given unlinked
nodes ¢ and j, link prediction methods try to compute an index s;; that is high for ¢ and j that
are likely to link in the future, and low for other pairs of 7 and j. You will be investigating three
link prediction methods that are based on different structural properties of real networks.

1. Scale-free degree distribution is believed to be a consequence of preferential attachment,
which states that nodes are more likely to connect to high-degree nodes. The preferential
attachment index [ ] is thus defined as s;; = k;k;, where k; is the degree of node i.

2. Small-world networks are characterized by an abundance of triangles, which can be ex-
plained by triadic closure in social networks. Therefore, nodes are more likely to connect
if they share many neighbors. The Adamic-Adar index | | also takes into account
that it is more likely to share a high-degree neighbor. It is defined as s;; = errmrj log#kx,
where I'; is the neighborhood of node 1.


http://lovro.fri.uni-lj.si/ina/nets/aps_2008_2013.net
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Figure 4: Communities in Facebook social circles network

3. Many real networks consist of communities of densely linked nodes with only a few links
between the communities. Links are thus more likely to appear within communities rather
than between communities. Let {c} be the community structure revealed by Leiden
modularity optimization algorithm | | and let ¢; be the community label of node 1.
(If you are unable to compile the algorithm, search for an equivalent implementation within
CDIib library.) Furthermore, let n. and m. be the number of nodes and links within
community ¢. Then, the community index is defined as s;; = m./("y) for ¢; = ¢; = ¢,
whereas s;; = 0 for ¢; # c;.

(x) Assume that you apply a link prediction method to all unlinked pairs of nodes of a large real
network and later evaluate between which pairs of nodes the links occurred. Considering
the density of real networks, what would be the expected classification accuracy of a
method that simply predicts that no links will occur?

(y) Implement the following framework for evaluating link prediction methods. For a given
network and link prediction index s, randomly sample {5 pairs of nodes that are not
linked, where m is the number of links in a network, and store them into Ly. These will
serve as negative examples for the prediction. Next, randomly remove {5 links from the
network and store them into Lp. These will serve as positive examples for the prediction.

Finally, compute the link prediction index s for all pairs of nodes in Ly U Lp.

Link prediction can be evaluated using the Area Under the ROC curve (AUC), which is
defined as the probability that a randomly chosen pair of nodes from Lp has higher value
of s than a randomly chosen pair of nodes from Lp. Note that random guessing gives
50%. To compute AUC, randomly sample {§ pairs of nodes from Lp and {§ pairs from
Ly with repetitions, and compare their indices s. Let m’ be the number of times when
the value of s for the pair of nodes from Lp is larger than the value of s for the pair of
nodes from Ly, and let m” be the number of times when the values are equal. Then,

m/+m' /2


https://github.com/vtraag/leidenalg
https://github.com/GiulioRossetti/cdlib
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(z) Compute AUC over > 10 runs for all three link prediction methods above applied to an
Erdés-Rényi random graph with n = 25000 nodes and the average node degree (k) = 10,
and three real networks. These are Gnutella peer-to-peer file sharing network, a small
sample of Facebook social circles network ( ) and nec overlay map of the Internet.
(Represent all networks with an undirected graph.)

Which method comes out on top for each graph/network? Could you reason why?
Briefly discuss the performance of different methods by considering the structure of each
graph /network.

What to submit?

(x) Give brief answer to the question (1%).

(y) Provide a printout of the framework implementation (4%).

(z) State AUC over > 10 runs for each link prediction method and graph/network (4 x 3%).
For each graph/network give answers to both questions and briefly comment on the results
(4 x 2%).
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